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Abstract: 

With the rise of the internet, startups number has substantially increased in the last two 

decades. Although many of them have succeeded to revolutionize their sectors, many 

of them have shut down a few months or even a few years after the foundation. In this 

paper, we propose a machine learning approach for predicting startups success based 

on historical data. Almost 840 startup data have been finely preprocessed to extract 35 

features that characterize each a particular aspect of the studied startups. Afterward, 

computational models based on machine learning techniques were developed and tested 

using a cross-validation approach. The main objective is to predict the success of the 

startup, especially in terms of mergers and acquisitions. In particular, several models 

have been applied namely Artificial Neural Networks (a.k.a. ANNs), Support Vector 

Machines (a.k.a. SVMs), Random Forests, Bagging, Stacking, and Gradient Boosting. 

Overall results were very promising since the best model succeeded in the prediction 

with an accuracy rate of 85%. Furthermore, a feature importance study was also 

conducted to analyze the best predictors of a startup acquisition. 

 

Keywords: Predictive Analytics, Startup Success, Machine Learning, Acquisition 
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1. Introduction 

In recent years, startups have gained a lot of attention throughout the world, and their 

number is steadily increasing [1]. Startups are now being acknowledged as important 

drivers of economic development and job creation. Through innovative and scalable 

technologies, they may offer significant solutions and hence act as catalysts for 

socioeconomic growth and change [2]. 

However, not every startup is successful. Numerous studies indicate that nine out of ten 

companies fail [3]. There are several causes for such failures. Demand from the market 

is one of the factors. Numerous ventures center on a product for which demand has 

diminished over time or never existed. Other causes include a lack of financial 

resources over time, a lack of experience, bad timing, poor management, legal issues, 

and an ineffective team, among others [4]. 

Therefore, forecasting startup success is critical for both new businesses and venture 

capital (VC) organizations [5]. It represents a hot research topic that has attracted a lot 

of attention in recent years [6]. Indeed, for young businesses, anticipating their own and 

their rivals' future growth may be of great assistance in adjusting their development 

plans and successfully seizing chances. In addition, predicting the future performance 

of new businesses helps venture capital firms strike a better balance between their 

profits and their risks. 

For these reasons, modern entrepreneurs must evaluate if their firm is on the correct 

path. Although there is no precise formula for startup success, there are two main types 

of companies that tend to do well. Having the business listed on a public stock market 

and giving shareholders the possibility of selling their shares to the broader public is 

one way to success. This is known as an "Initial Public Offering" (IPO). Another option 

is an acquisition by a larger company (a "merger or acquisition," or "M&A"), in which 

the founders and investors get immediate cash in return for their ownership stake. The 

term "exit strategy" is often used to describe these success types [7].  

To assess the future of a startup, a large part of investors relies on their personal 

experience [8]. Other classic approaches rely mainly on a series of indicators or rule-

based models [9]. However, in the past few years, machine learning has advanced 

tremendously and achieved considerable success in a variety of fields. [10]–[13]. Thus, 

in many recent studies [5], machine learning algorithms have been adopted as base 

models for predicting startups' success or failure.  

In this paper, we develop several fine-tuned machine learning models for predicting the 

outcomes of a startup. In our work, a startup is considered successful if it concludes an 

M&A deal. To this end, we have used historical data of nearly 840 startups to extract 

relevant features for startup outcomes prediction. In addition, a feature importance 

study is carried out to evaluate the contribution of each feature to the company success. 

The rest of this article is organized as follows: section 2 reviews the literature of 

prediction models for startup success. Section 3 introduces the theoretical background 

behind machine learning models. Our methodology is presented in section 4. 

Experiments are detailed in section 5. All results are discussed in section 6. Section 7 

concludes the paper and proposes some perspectives for future work.  
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2. Related Work 

The literature on startup success prediction can be reviewed from two different angles. 

Firstly, related research can be analyzed from the type of model point of view. Initially, 

researchers were mainly relying on expert systems [14] as well as rule-based 

approaches [9]. But with the rise of Artificial Intelligence, more research was put into 

exploiting the advancement of machine learning methods. 

For instance, authors in [3] presented a methodology for forecasting the success or 

failure of a startup based on a wide range of variables, including seed investment, series 

A funding, fundraising time, etc. Data was meticulously collected from different 

sources like Tech Crunch and Crunchbase. Different machine learning models were 

developed above this data such as Bayesian Networks and Random Forests. Overall 

precision rates were quite interesting ranging - depending on the model - from 73% to 

96%.  

Based also on machine learning models, the work presented in [15], developed an 

XGBoost model to predict IPO and M&A exits. The model's performance was very 

good when evaluated using a leave-one-out cross-validation approach. The recorded 

evaluation metrics were respectively 84% for the accuracy and 0.91 for the Area Under 

Curve metric (a.k.a. AUC).  

Furthermore, hybrid models were also explored such as the approach presented in [16]. 

In the latter work, researchers have used a hybrid intelligence approach, which 

integrates the strengths of both humans and computer analysis, to foresee the long-term 

success of new businesses and the results were very promising. Indeed, the proposed 

Hybrid Intelligence approach has demonstrated great prediction performance, 

especially in the face of high levels of uncertainty. 

Secondly, related work can be studied from the perspective of the predicted target 

variable. While some studies try to predict only the survival of the startup, other 

approaches have tried to predict the potential of an M&A deal. Furthermore, some 

studies have gone beyond M&A prediction and attempted to forecast the destiny of a 

firm by considering four potential issues: IPO, M&A, Remaining Private, and Failure. 

For instance, for the survival prediction, authors in [17] analyzed more than 180,000 

tweets from the Twitter accounts of 253 new businesses using context-related machine 

learning approaches. The results show that the created models were successful in 

discriminating between failing and successful enterprises in up to 76% of cases.  

Merger and Acquisition prediction represent also a challenging topic in literature [18]. 

For example, authors in [1] proposed several machine learning classifiers such as 

Logistic Regression, Decision Trees, Gradient Boost, Random Forest, and Neural 

networks for M&A forecasting. The training data for these models comprise crucial 

characteristics like valuations, fundraising rounds, and investments, among others. As 

a result, the models were able to achieve an accuracy of about 92%.  

Furthermore, with a more accurate target variable, authors in [5] have used a large data 

set of Crunchbase startup enterprises and developed a machine learning-based model 

referred to as "CapitalVX" to predict startup outcomes, such as an IPO, M&A, failure, 
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or staying private. Using a wide feature set, the accuracy of the model was estimated to 

be between 80 and 89%. According to this study, these computational approaches may 

be very beneficial for the company's stakeholders as well as prospective investors. 

Seeing previous work in literature, we propose in this paper a carefully designed 

approach that tries to investigate the best machine learning models for startup success 

prediction. In addition, a preprocessing step was deeply undertaken to smartly extract 

the best features that explain the company's success and optimize models’ outputs. 

Moreover, several evaluation metrics were finely chosen to assess the proposed models 

from different perspectives. In the next section, we review some related theoretical 

principles to our prediction problem.  

3. Theoretical Background 

In this section, we will go over some scientific concepts that are related to our challenge 

especially prediction techniques as well as classification and regression problems. 

 

3.1 Prediction techniques 

Given a set of available variables (also known as explanatory variables, input variables, 

independent variables, etc.), the objective of prediction is to estimate a variable of 

interest (a.k.a. explained variable, output variable, dependent variable, target variable, 

etc.). This predicted variable can relate to a future event such as the success/failure of 

a company or also a real number such as the probability of an IPO or an M&A deal. 

Practically, recent prediction methods are increasingly related to machine learning 

techniques thanks to the huge developments experienced in this field. Machine learning 

was previously defined by Arthur Samuel (an AI pioneer in the 1950s) as "the field of 

study that gives computers the ability to learn without explicitly being programmed". 

In case we dispose of both input and target variables, we are typically in the special 

context of supervised learning [19] (cf. Figure 1). 

Indeed, in a supervised machine learning context, we dispose of two steps as shown in 

Figure 1: the training step and the testing step. In the training step, the data is collected 

and processed to serve as training data (i.e. input data) to a machine learning model. 

The more data a program has, the better it is. Once the model is trained and optimal 

parameters were found, we can proceed to the testing step where the model is tested on 

unseen data. Afterward, results must be compared to the ground-truth data to evaluate 

the performance of the model. After testing and validation, the model can be deployed 

for real applications. Next, we will discuss the two main types of prediction models in 

the context of supervised learning, namely classifiers and regressors. 

 

3.2 Classification and Regression 

In a classifier [19], the predicted variable can be either a binary variable (0 or 1) or a 

multi-class variable (when there are more than two classes). An example of a classifier 

whose target variable is binary ("Two-class classification") consists in estimating 

whether a company will succeed or fail. An example of a classifier with several 
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categories ("Multi-class classification") consists in predicting whether a company will 

end up with an IPO or M&A or Private or Failure. In a regression, the target variable is 

a continuous variable (cf. Figure 1) and the prediction model is called a Regressor.  

An example of regression consists in estimating the time that a company should survive 

under certain conditions or also the probability of failure within a certain duration. The 

most classic and popular model is linear regression [20]. 

 

 

Figure 1: Overview of the Supervised Learning. 

 

4. Approach 

In this section, we start with an overview of our approach followed by a brief 

description of machine learning models as well as their assessment metrics. 

 

4.1 Overview 

The challenge of predicting the future of a startup can be seen as a classification 

problem. In our particular case, it can be considered as a binary classification since we 

have two possible output classes which are success or failure. The problem can be 

formulated as follows: each startup i (where i = 1..n, and n is the total number of 

startups) dispose of a set of features (𝑥𝑖𝑗)𝑗=1..𝑚 (where xi ∈ Rm, and m is the total number 

of features) from which we can predict yi that represents the output class of that startup. 

The prediction yi  for each startup i can be further detailed as follows: 

𝑦𝑖 = {
1: 𝑠𝑢𝑐𝑒𝑒𝑠𝑠
0: 𝑓𝑎𝑖𝑙𝑢𝑟𝑒

 

This way, the whole dataset can be seen as a set of (𝑥𝑖 , 𝑦𝑖)𝑖=1..𝑛 where n is the total 

number of startups. The role of the machine learning model - as described in Figure 2 - 

is to map the set of features (𝑥𝑖𝑗)𝑗=1..𝑚 to the right output yi. In the next paragraph we 

briefly review the main machine learning models that were carefully selected to respond 

to our classification challenge. 



Journal of Administrative and Economic Sciences • Vol 16, Issue 2 (2023) 

104 
 

 

Figure 2: Proposed approach based on machine learning models. 

 

4.2 Machine Learning Models 

In our work, several machine learning models were deeply investigated and six models 

were finally selected due to their suitability to the related application as well as their 

high performance demonstrated in many previous works in literature [10], [13], [21]. 

These models are Artificial Neurons Networks, Support Vector Machines (SVM), 

Random Forests, Bagging, Stacking, and Gradient Boosting. 

 

4.2.1  Artificial Neurons Networks (ANNs) 

ANNs [22] are computer models inspired by the human brain that are made up of 

numerous linked and consecutive layers. A single layer is made up of a collection of 

artificial cells known as nodes. Those nodes are linked to the successive layer by 

connections that show their influence on the next connected layer node. As shown in 

Figure 3, the initial layer is known as the input layer because it pushes data into the 

network. The middle levels are known as hidden layers, while the final layer is known 

as the output layer. ANNs' basic architectures are also referred to as Feed-Forward 

Networks or Multi-Layer Perceptrons. More advanced topologies can be investigated 

in the context of deep learning models [23]. 

 

 

Figure 3: The topology of ANNs [21]. 
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4.2.2  Support Vector Machines (SVMs) 

Support vector machines (a.k.a. SVMs) have been widely and effectively utilized to 

tackle regression and classification issues [24]. This powerful technique is founded on 

two basic ideas that Vapnik [25] explicitly united in 1995. The maximum-margin 

hyperplane concept is the first (cf. Figure 4). Its goal is to determine the best hyper-

plane that divides the classes by the greatest margin. If the data is linearly distinct, this 

is a standard quadratic-optimization issue. Nonetheless, data are typically not linearly 

separable. The second important concept, represented by the kernel function, provides 

the answer by changing the input space to a larger-dimensional space, in which a linear 

separator is highly expected to be found. In this manner, the SVM paradigm effectively 

solves the nonlinear classification issues. 

 

 

Figure 4: Overview of the SVM algorithm. 

 

4.2.3  Random Forests 

Random Forests (a.k.a. RF) [26] is also an extensively used prediction approach. 

Because it generates a list of decision trees [27] and integrates their numerous 

classification judgments using a voting method (as shown in Figure 5), it is considered 

as part of the Ensemble Learning techniques [28]. It is an attractive technique since it 

preserves the benefits of decision trees while avoiding over-fitting concerns. In 

comparison with traditional decision tree models, RF produces more consistent and 

accurate recognition outputs. 
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Figure 5: Overview of the Random Forests approach [21]. 

 

4.2.4  Bagging 

Bootstrap aggregation, often known as Bagging, is a special aggregation of many 

estimators or classifiers (as shown in Figure 6). It is considered a type of ensemble 

methods. Actually, bagging produces a large number of estimators and every single 

estimator is considered to be a poor one. But, when the numerous estimators are joined, 

they build together powerful models. Indeed, many estimators are permitted to fit the 

training inputs and by employing the ensemble of learned classifiers, any bias may be 

handled, which ends in efficient classification scores. This approach is also suitable for 

unbalanced data since it reduces variance and thereby overfitting issues [29]. 

 

 

Figure 6: Overview of the Bagging approach [21]. 
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4.2.5  Stacking 

Stacking [30] refers to the technique of training a machine learning model using the 

results of numerous different learning algorithms as inputs. Once all input models have 

been trained using the available data, the combiner algorithm is taught to provide a final 

prediction utilizing all of the predictions of the other models as supplementary 

information. Although a logistic regression classifier is often used as the combiner, 

stacking may use any other effective algorithm. 

 

4.2.6  Gradient Boosting 

Gradient Boosting is a machine learning approach that generates a prediction tool from 

a set of relatively weak classifiers, most often decision trees [31]. It is primarily 

dependent on the boosting strategy. Fitting the data to a beginning model is the first 

step in the boosting approach. Next, a secondary model is built that focuses on correctly 

forecasting events where the first model fails. It is projected that the combination of 

these two models will outperform any model alone. This method is then repeated 

multiple times. Every succeeding model attempts to solve the shortcomings of the 

enhanced ensemble of all previous models. Briefly, gradient boosting is a kind of 

machine learning boosting. In the next subsection, we provide the primary metrics used 

to assess the aforementioned classification techniques. 

 

4.3  Classification Metrics 

In this subsection, we suppose a binary classification problem (Positive/Negative). The 

first essential tool for a data scientist to asses a binary classifier is the confusion matrix. 

This matrix has the advantage to measure the quality of a classifier in a simple and 

effective manner as shown in Table 1. For a binary classifier, it so composed basically 

of four statistics which are TP, FN, FP, and TN. The letter P refers to Positive, N refers 

to Negative, TP to True Positive, FN to False Negative, FP to False Positive, and TN 

to True Negative. 

 

Table 1: Confusion matrix. 

  Predicted 

  Positive Negative 

Actual 
Positive TP FN 

Negative FP TN 

 

From the confusion matrix, four metrics can be easily computed which are accuracy, 

precision, recall, and F1-score. The accuracy represents the ratio of samples that were 

correctly classified (cf. formula 1). For a specific class, the precision rate represents the 

ratio of accurately classified instances from all detected ones in that class (cf. formula 

2). For the recall rate of a specific class, it represents the ratio of accurately classified 
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instances from all existing ones in that class (cf. formula 3). Since precision and recall 

are inversely related, a better approach is to compute the harmonic mean of these two 

metrics as presented in formula 4 which represents the F1-score.  

In addition to the last four metrics, another popular approach is widely used to visually 

evaluate the performance of a binary classifier. This approach is the Receiver Operating 

Characteristic also known as the ROC curve [32]. Graphically, the ROC curve is 

represented by plotting the rate of true positives ("TPR: True Positive Ratio") as a 

function of the rate of false positives ("FPR: False Positive Ratio"). The more the curve 

moves away upwards from the line y=x (which represents chance), the better the model 

performs. Beyond the visual comparison between two models, there is a metric called 

AUC ("Area Under the Curve") which represents the area under the ROC curve. When 

AUC=1, the model is perfect while when AUC=0.5, the model is identical to chance 

(line y=x). For information, the metrics that were presented (accuracy, recall, precision, 

etc.) can also be calculated for a multi-class classifier. In the next section, we present 

the computed experiments related to our proposed approach. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                    (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
             (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
          (3) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
                     (4) 

 

5. Experiments 

5.1 Dataset 

Previous work has collected data from many sources such as LinkedIn [33], Crunchbase 

[34], [35], Tech Crunch [3], and Twitter [17]. In our work, we adopted a Kaggle dataset 

that contains almost 840 startup information. Please note that in this dataset, a startup 

is considered successful if it concludes an M&A deal. Initially, the dataset provided a 

set of 48 features that describe each, a particular aspect of the company [36]. But before 

any modeling, we applied a preprocessing step to prepare the dataset for the machine 

learning models [37]. This step is recommended and even mandatory for several 

classifiers. For instance, preprocessing operations involved replacing missing values, 

deleting redundant or unnecessary information, removing noise such as incorrect 

values, etc. These operations are important to attenuate the bias from the learning 

process.  As a result, the newly prepared dataset included nearly 35 features that 

describe the following information: 

- Age and location of the company. 

- Activity sector (software, e-commerce, biotech, etc.). 

- Information about the timing of fundraising. 
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- Information about the fundraising rounds (seed, round A, B, C, etc.). 

- Information about the total fundraising amounts. 

- Information about fundraising participants (venture capitalists, business angels, etc.). 

- Relationships in the market with other companies. 

- Information about the achievements of the company. 

As previously mentioned, these features will be used in conjunction with the already-

known fate of the startups to train the selected machine learning models. The next 

subsection provides further information on technical and implementation details. 

5.2 Implementation 

Practically, our experiments were carried out using a PC outfitted with an Intel Core 

(i7-8550) processor and 16GB of RAM. Preprocessing operations, the training of the 

models, their empirical testing, and assessment metrics, were all implemented with 

Python and well-known data science libraries such as Pandas, LightGBM, and Scikit-

learn. Moreover, a 5-cross validation strategy was used to limit overfitting concerns 

and to ensure model consistency. Furthermore, for all algorithms, we tested many 

hyperparameters to find optimal performance. For instance, for ANNs, we adopted an 

architecture with two hidden layers enclosing each, 70 nodes. For SVM, the C 

parameter (a.k.a. the regularization parameter) was set to 100. The optimal number of 

estimators was found to be 100 for Random Forests and 50 for the Bagging Approach. 

For stacking, SVM et Decision Trees were chosen as initial estimators while Logistic 

Regression was adopted as the combiner classifier. For Gradient Boosting, we adopted 

the implementation of the LightGBM library which takes the Decision Tree as a base 

model. The results of all these models are discussed in the next section. 

6. Results and Discussion 

We remind that six machine learning models were finely selected and adapted to our 

prediction task. These models are Artificial Neural Networks, Support Vector 

Machines, Random Forests, Bagging, Stacking, and Gradient Boosting. To evaluate 

these models, a 5 cross-validation methodology is applied and many metrics were 

computed. These metrics are mainly accuracy, F1-score, AUC as well as training and 

testing time. These statistics are shown respectively in Table 2, Table 3, Table 4, and  

Table 5. In addition, the first three metrics are summarized in Figure 7. 

 

Table 2: Accuracy of all models. 

Classifier Accuracy (Standard Deviation) 

ANNs 82.96 (±1.86) 

SVMs 82.95 (±2.38) 

Random Forests 82.96 (±2.56) 

Bagging 81.65 (±2.42) 

Stacking 84.98 (±2.29) 

Gradient Boosting 85.46 (±2.73) 
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Table 3: F1-score of all models. 

Classifier F1-score (Standard Deviation) 

ANNs 82.57 (±1.81) 

SVMs 82.57 (±2.34) 

Random Forests 82.35 (±2.57) 

Bagging 80.90 (±2.64) 

Stacking 84.55 (±2.30) 

Gradient Boosting 85.19 (±2.83) 

 

Table 4: AUC of all models. 

Classifier AUC (Standard Deviation) 

ANNs 86.49 (±0.90) 

SVMs 87.40 (±1.96) 

Random Forests 87.33 (±2.95) 

Bagging 86.70 (±3.20) 

Stacking 88.12 (±3.22) 

Gradient Boosting 89.08 (±2.48) 

 

Table 5: Training and Testing times for all models. 

Classifier Training Time (sec) Testing Time (sec) 

ANNs 2.214 0.004 

SVMs 1.012 0.049 

Random Forests 1.214 0.082 

Bagging 11.012 1.209 

Stacking 2.318 0.043 

Gradient Boosting 0.791 0.008 

 

The statistics shown in Table 2, Table 3, and Table 4 represent the average result of 

each classifier, followed by their standard deviation, all computed from cross-validation 

iterations. 

The first evaluation metric is accuracy (cf. Table 2). The best accuracy rates were 

outputted by the gradient boosting algorithm (85.46%) followed by the stacking 

algorithm (84.98%). The least performant algorithm was the bagging algorithm with an 

accuracy rate of 81.65%. The rest of the classifiers (i.e. ANNs, SVMs et random forests) 

have recorded accuracy rates of around 82.96%. The great performance of the gradient 

boosting algorithm can be explained by two main reasons. 

First, the gradient boosting approach, since it is part of ensemble methods, has the 

advantage to combine the decisions of many sequential classifiers. Second, our gradient 

boosting algorithm was developed using the LightGBM [38] library which provides 

many benefits that enhance accuracy compared to other implementations [39]. Indeed, 

LightGBM is a gradient-boosting framework that relies on decision tree-boosting 

algorithms. It divides the tree according to its leaves, whereas other boosting algorithms 
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divide the tree according to its depth or levels. This leaf-wise strategy in Light GBM 

reduces more loss than the level-wise strategy, ending in a significantly higher degree 

of accuracy that is seldom obtained by any of the current boosting techniques [39]. 

Furthermore, compared to other approaches, LightGBM can train faster because it 

employs a novel approach known as histogram-based optimization [39] that minimizes 

the amount of data necessary to build each tree. This is what explains the great running 

times of gradient boosting compared to other models (as shown in Table 5). While the 

training time of the rest of the models ranges between 1.012 and 11.012 (sec), the 

recorded training time of the LightGBM approach has not exceeded 0.791 (sec). 

Similar results were recorded for F1-score and AUC metrics as shown in Table 3 and, 

Table 4. For the F1-score, the best performances were produced respectively by 

gradient boosting (85.19%) and stacking (84.55%). Other classifiers' rates ranged 

between 80.90% and 82.57%. Comparable outcomes were also observed for the AUC 

metric. The highest AUC values were achieved by the gradient boosting algorithm 

(89.08%) and the stacking algorithm (88.12%). To synthesize our findings, these great 

performance rates, especially for gradient boosting and stacking, confirm the relevance 

of our developed approach in predicting startup outcomes. 

 

 

Figure 7: Accuracy, F1-score, and AUC metrics for all models. 

 

Since gradient boosting implementation using LightGBM has generated the best 

results, this library was also used to analyze feature importance in predicting startup 

success. Indeed, feature importance reveals how much each input variable adds to the 

model's prediction. Essentially, it assesses the degree to which a certain variable is 

beneficial for the present forecasting model. In our case, the feature importance study 

has revealed important weights in the prediction model for specific variables such as 

the age of the startup, the total amount of raised funds, fundraising timing, the 

achievements timing of the startup, as well as their relationships in the surrounding 

ecosystem. For example, the greater the quantity of money raised, the more likely the 
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business will succeed, and vice versa. Another example is that the more links the firm 

has with other partners, the more likely the company is to prosper. 

To conclude, we do not claim any direct causation, however, all these identified factors 

may be seen as highly potential variables that should be extensively explored when 

building strong predictive models for startup success [40]. 

7. Conclusion 

In this study, we proposed a special approach for forecasting the success of startups 

using machine learning and historical data. The data on over 840 businesses have been 

meticulously preprocessed to derive 35 attributes that each define a distinct component 

of the startups under study. Several computational models based on machine learning 

techniques were constructed and evaluated using a cross-validation strategy. The 

primary purpose is to forecast the startup's performance, particularly in terms of 

mergers and acquisitions. Various models, specifically Artificial Neural Networks, 

Support Vector Machines, Random Forests, Bagging, Stacking, and Gradient Boosting, 

have been utilized. Overall, the findings were quite interesting, as the top model 

(gradient boosting-based algorithm) performed great predictions with respective rates 

of 85.46%, 85.19%, and, 89.08% for accuracy, F1-score, and, AUC. In addition, a 

feature importance study was conducted and revealed important scores for attributes 

related to age, fundraising, achievements, and, startup professional network. In future 

work, we intend to investigate larger datasets in order to enhance the learning process 

and thus enhance prediction outcomes. Additionally, with larger data sets, Deep 

Learning models may be an appealing alternative to traditional models due to their 

superior performance in a variety of disciplines. Furthermore, we intend to explore local 

startup data, especially data from the gulf and the middle east ecosystems. 
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