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Abstract. The study investigates the influence of the Jordanian monetary and fiscal policies on Amman Stock Exchange (ASE) performance
using the Vector Autoregressive (VAR) approach. Market capitalization (MC), money supply (M1), and government expenditure (GE) were
used as proxies for ASE performance, monetary policy, and fiscal policy, respectively. The analysis was undertaken with annual data
spanning over twenty-seven years in logarithms form 1978 till 2004. Moreover, Dickey-Fuller and Johansen Cointegartion tests have been
applied for testing stationarity and whether the variables have long relationship. Empirical results are consistent with previous literature,
especially those related to emerging markets. The results show that these variables were not stationary in their levels and do not have long
relationships. However, the second difference for MC and the first difference for GE and M1 were stationary. In addition, two main tools
were used to investigate whether the variables have short-term relationships, namely impulse response analysis, and variance decomposition
tests. For confirming the argument concerning the direction of the relationships among variables, Granger causality test was applied.
Variance decomposition results showed that MC significantly influenced by M1 whereas GE had much less influence, since M1 and GE
explain was 11% and 3%, respectively of the forecast error variance of MC. In addition, results show that stock market is responding to its
own shocks since MC explained 87% of its forecast error variance in a ten-years period. The impulse response test shows that any shock to
the M1 had a significant effect on the MC after almost two years, whereas GE shock had a marginal effect on the MC after three years. The
response of the MC to its own-shocks was highly significant. Granger causality test showed that M1 has a significant effect on MC, while
GE was not.
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I. Introduction

Since the establishment of the country, Jordan has suffered from economic distortions, which peaked in
1988/1989 when the economic crises occurred. The crises featured mainly through the expansion of the public
sector, intensive government subsidies, double-digit inflation rate (25.7%), inefficient tax system and trade
regime, mounting budget deficit (-10.1% of GDP), deterioration of real GDP growth (-13.4%), sharp devaluation
of the Jordanian currency, aggravation of external debt (190% of GDP), remarkable reduction in workers’
remittances, remarkable reduction in national exports (26% of GDP), and severe depletion of foreign exchange
reserves ($130 millions)-

Economic reform took place to control inflation, rebuild foreign reserves, reform the pension system,
rationalize government expenditures, adopt a national privatization program, removal subsidies, build a social
safety net, reduce deficits in budget and current account, liberalize interest rates structure, conclude debt swap
and debt repurchase agreements, and last but not least shift towards internal public debt through issuing treasury
bills and bonds. Accordingly, the major economic results were reducing overall budget balance as a percentage
of GDP from (-10.1%) in 1989 to (-3.3%) in 2004, reducing external debt as a percentage of GDP from (190%)
in 1989 to (50.97%) in 2006W, while increasing foreign exchange reserves from (($130 millions) in 1989 to
(($4824 millions) in 2004, increasing merchandise export as a percentage of GDP from (26%) in 1989 to
(36.5%) in 2004.

Although the above figures highlight the Jordanian economic achievements over the mentioned years, the
Jordanian economy was significantly vulnerable to external shocks and therefore it was not easy to make the
proper selection for the most powerful policy in order to reduce the severity of its economic problems. In
addition, much of the interest in monetary and fiscal economics arises because of the need to understand how
monetary and fiscal policies affect the behavior of the capital market over various time periods, since such
policies directs mainly towards stimulating the economic activities reflected on the capital market growth
performance.

It could be argued that the increase in the money supply should be reflected on the capital market for more
capitalization growth because of the liquidity available among investors. Reducing interest rate on borrowing,
decreasing rediscounting rate, buying government bonds issued previously by the Central Bank, reducing
compulsory reserve ratio, all of which could increase money supply. Increasing money supply, however, should
be controlled by making sure there is a demand for that increase directed toward adding value economic
activities or companies listed in the capital market. Otherwise, such increase in the money supply means higher
inflation reflected on the products prices. The same argument could be justified for the government expenditure.
An increase in the government expenditure means more liquidity available among investors and consequently
more investment in the capital market leading toward more capitalization growth assuming that the capital
market itself has the required attractiveness for investors. Such argument still theoretical one until testing it
empirically, an issue investigated in this research study to see whether there is an existence influence by the
monetary and fiscal policies on ASE.

The purpose of this paper is to determine empirically whether monetary and fiscal disturbances have
important effects on ASE performance. More specifically, this paper examines the dynamic relationship between
money supply (M1), government expenditure (GE), and the ASE growth performance using VAR model. In
section I, literature review is outlined, where in Section Ill, research methodology is presented. Empirical
results are discussed in Section IV, and conclusions and implications are given in Section V.

I1. Literature Review

Many studies have been focused on the fiscal and monetary policies in the developed countries, trying to
examine their reaction functions. However, developing countries have not received similar attention. An
explanation could be is that developing countries are seen as economies operating without advanced and well-
developed financial markets.

The effectiveness of monetary and fiscal polices in the economy has generated a lot of debate among
economists for long time. Monetarists and Keynesians disagree about the relative effectiveness of both policies.

! Total debt as a percentage of GDP was reduced from (99.82%) in 2000 to (73.08%) in 2006.
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While the Monetarists claim that the monetary policy (money supply) is the most powerful tool to influence
commodities prices and consequently the level of economic activity, especially on the short run [1-3], the
Keynesians believe in the opposite, since from their point view, the fiscal policy is the one which influence the
level of economic activity through the interest rate. The Keynesians believe that the increase in money supply
will decrease the interest rate. Consequently, decrease the interest rate will increase the level of investments and
therefore increase the level of total expenditure resulting in economic growth.

In addition to the Monetarists and Keynesians, there are the Portfolio and the Classical theories. The
Portfolio theory supporters believe that the change in money supply does not influence directly the level of
investments since the increase in money supply creates unbalanced portfolios (i.e. investors will have more cash
motivating them to buy more financial and real investments in order to re-balance their portfolios). Such a move
will influence the level of economic activities positively [4].

According to the Classical theory, changes in money supply influence the nominal variables such as
commodities prices and labor cost. The real variables such as production, employment, real labor cost, and real
interest rate will not be affected on the long run, a phenomena called Monetary Neutrality [5, 6].

The empirical studies in developing countries support the monetarists argument [7, 8]. For example, [9]
investigated the effectiveness of monetary and fiscal policies’ estimated by money supply and government
expenditure respectively, on the Jordanian economic activity over the period 1970-1988 using St. Louis
equations. The study found that the effect of monetary policy on the economic activity in Jordan was much more
positively significant and quicker compared with the fiscal policy.

[2] compared the influence of the monetary policy and the fiscal policy on the level of Jordanian economic
activity covering the period 1978-1992, using St. Louis equations. Quarterly data were collected for the GDP,
government expenditure, and money supply as estimators of the economic activity, fiscal policy, and monetary
policy, respectively. The study found that the monetary policy positively and significantly influenced the
Jordanian economic activity, while the influence of the fiscal policy was marginal. On the other hand, the study
by [10] investigated the same issue covering a wider period (1968-1993) using the same methodology. Their
findings were the opposite (i.e. the fiscal policy positively and significantly influenced the Jordanian economic
activity, while the influence of the monetary policy was insignificant).

[11] investigated the role of exports in the economic growth in Jordan, over the period (1970-1997) using
Johansen cointegration approach in addition to the variance decomposition and impulse responses tests. The
study found that there was long relationship between exports and economic growth, beside the fact that exports
played a significant role in explaining economic growth variations in the short run, according to the variance
decomposition and the impulse responses tests.

In another study by [12], the monetary policy in Jordan, covering the period (167-1997), was explored
using the cointegarion analysis technique. The study attempted to investigate the reaction function of Jordan’s
central bank. The Johansen cointegration test showed that long run relationships among variables existed. That is
money supply in the long run is a function of real income, price level, international reserves, and government
spending. When the short run dynamics were examined (i.e. variance decomposition and impulse responses
tests), major finding was that the government spending was the main factor affecting money supply fluctuations.
This indicated that monetary policy was for the bigger part intended to finance government spending.

[13] studied whether there was a long relationship between devaluation, relative prices, and trade flows in
the Jordanian economy for the period (1980-1997) using the cointegration technique. Results showed that in the
case of imports demand, no cointegration vector has been found for Arab countries, whereas it showed a
cointegration vector for European countries, U.S.A., and Asian countries. In the case of countries demand for
Jordanian exports, however, no cointegration vector has been found for all selected countries.

[14] investigated the major determinants of the Jordanian real exchange rate against the U.S. Dollar over the
period (1969-1998). A reduced-form three-variable VAR model was utilized. The three variables used were real
exchange rate, real money supply, and real GDP. The model was extended to include a real interest rate variable.
Results showed that positive real monetary shock had a negative effect on the real exchange rate, whereas a positive
shock to either the real output or real interest rate has a positive effect on the real exchange rate.

[15] examined the output effect of monetary policy in Jordan, using VAR model. The industrial index was
used as a proxy for output, while was M2 used as a proxy of money aggregate. Variance decomposition results
showed that each time series explained the preponderance of its own past values; industrial index explained 90%
of its forecast error variance in 2 years period, whereas M2 explained 85%. Moreover, M2 explained 7% of the
forecast error variance of the industrial index, whereas the industrial index explained 15.2%.
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[16] investigated the effect of monetary policy on the Jordanian economic activity covering the period
(1970-2000). A Vector Auto Regression (VAR) model with two variables, real GDP, and money supply, was
utilized in addition to Dickey-Fuller and Granger Causality tests. Concerning the causality test, results showed
that money supply caused real GDP. In addition, money supply had a positive effect on real GDP.

[17] studied the quantification of the expected and unexpected consequences of monetary policy, estimated
by money supply in the United States over the period 1982-1994, using the Vector Auto Regression (VAR)
model. The study found that the monetary policy positively and significantly influenced U.S. economic activity.
[18] tested whether monetary or fiscal policy was more important for the determination of nominal income. They
found that a stable and significant relationship existed between output and money than between output and their
measure of autonomous expenditures. [19], in his examination of whether money matters, concluded that
changing the specification of the VAR model results in a wide variety of conclusions. He found that money
innovations explain great percentage of the output forecast error variance. In an extreme contrast, [20] states that
using VAR to measure monetary policy is of no use.

[21] looked at the inflationary experience of six developing countries in Asia and investigated the
determinants of the inflation rate. They found that the growth of money stock was not the major source of
inflation but peoples’ money-holding preferences was. In addition, they found that peoples’ preferences were
influenced mainly by the foreign interest rates and import prices. [22] investigated the objectives of monetary
policies in some Arab courtiers using the Seemingly Unrelated Method (SUR). They found that monetary
policies in most countries were designed to stimulate economic activities and to reduce unemployment.

The major difference between this study and previous empirical work is that this study is the first, to the
best knowledge of the researcher, which explores the effectiveness of the monetary and fiscal policies on ASE
performance since the establishment of the Jordanian capital market in 1978 utilizing a new technique in the
field of accounting and finance; the VAR model for analyzing quantitatively the determinants of the ASE
performance.

I11. Research Methodology

Economic theory is often not rich enough to provide a tight specification of the dynamic relationship
among variables. Furthermore, estimation and inference are complicated by the fact that endogenous variables
may appear on both the left and right sides of the model equations. These problems lead to alternative non-
structural approaches to modeling the relationship between several variables, namely the estimation and analysis
of Vector Auto Regression (VAR) models.

The VAR model is commonly used for forecasting systems of interrelated time series and for analyzing the
dynamic impact of random disturbances on the system of variables. This approach sidesteps the need for
structural modeling by modeling every endogenous variable in the system as a function of the lagged values of
all endogenous variables in the system. In other words, it is a system of reduced form equations, which expresses
each set of endogenous variables as a function of the lagged values of itself and the lagged values of all other
variables in the system. The essence of the VAR model is that it provides imposing restrictions necessary to
identify traditional structural models adopted by [23].

In this research paper, the reduced form VAR model has been utilized instead of the Ordinary Least
Square (OLS) method, mainly for the reason that shows the effect of one variable on another. Such effect
may appear with lags. In the OLS method, it is not always easy to interpret each coefficient, especially if
the signs of the coefficients alternate. Consequently, the impulse response function in the VAR model
would be more appropriate [24]. To the best knowledge of the researcher, this is the first empirical study
investigates the influence of monetary and fiscal policies on emerging capital markets such as ASE. The
mathematical form of a VAR is:

Yt = A Y1 +... 7+ Apyt.p + BX; + & (1)

where y; is a k vector of endogenous variables, x; is a d vector of exogenous variables, A;...4, and B are
matrices of coefficients to be estimated, and & is a vector of innovations that may be contemporaneously
correlated with each other but are uncorrelated with their own lagged values and uncorrelated with all of the
right-hand side variables in the equation.
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Since only lagged values of the endogenous variables appear on the right-hand side of each equation, there
is no issue of simultaneity, and OLS is the appropriate estimation technique. Note that the assumption that the
disturbances are not serially correlated is not restrictive because adding more lagged y’s means absorbing any
serial correlation.

Three variables have been utilized: ASE market capitalization (MC), money supply (M1), and government
expenditure (GE) are jointly determined by a three variable VAR. Let a constant be the only exogenous variable
with three lagged values of the endogenous variables, then the reduced-form VAR model is formulated as the
following matrix:

IMC{ a1 (L) az(L) az(L)] |MC] e
M1 = as1 (L) a2 (L) a3 (L) M1+ & (2)
IGE{] lasi (L) as (L) as(L)| IGE| e

where;

MC: market capitalization.

M1: money supply.

GE: government expenditure.

L: is the lag operator.

e: is a vector of three structural shocks (Disturbances). These structural shocks are assumed to have a zero
expected value and to be uncorrelated.

All the VAR variables are de-trended by taking the log. This procedure is important to induce stationary by
appropriately transforming any non-stationary series (i.e. trend removal).

In empirical applications, the main uses of the VAR are the impulse response analysis, variance
decomposition, and Granger causality tests. An impulse response function traces the effect of a one standard
deviation shock to one of the innovations on current and future values of the endogenous variables. A shock to
the i-th variable directly affects the i-th variable, and is also transmitted to all of the endogenous variables
through the dynamic structure of the VAR. Consider a simple bivariate VAR(1):

MC; = a11 MCq.1 + a1o M1t + €1, 3)
M1 = a1 MCry + a2 M1e1 + €2t 4)

A change in &1 will immediately change the value of current MC. It will also change all future values of
MC and M1 since lagged MC appear in both equations. If the innovations, €i1; and e2¢ are uncorrelated,
interpretation of the impulse response is straightforward. 1, is the innovation for MC and is the innovation for
M1. The impulse response functions for &, measure the effect of a one standard deviation monetary shock on
current and future market capitalization and money stock.

The innovations are, however, usually correlated, so that they have a common component, which cannot be
associated with a specific variable. A somewhat arbitrary but common method of dealing with this issue is to
attribute all of the effect of any common component to the variable that comes first in the VAR system. In our
example, the common component of &1 and €, is totally attributed to &1, because €11 precedes g2+ €1 is then
the MC innovation, and &,;: the M1 innovation, is transformed to remove the common component. More
technically, the errors are orthogonalized by a Cholesky decomposition so that the covariance matrix of the
resulting innovations is diagonal [25]. While the Cholesky decomposition is widely used, it is a rather arbitrary
method of attributing common effects. One should be aware that changing the order of equations could
dramatically change the impulse responses.

Given a group of non-stationary series, we may be interested in determining whether the series are
cointegrated, and if they are, in identifying the cointegrating (long-run equilibrium) relationships. Johansen’s
method is to test the restrictions imposed by cointegration on the unrestricted VAR involving the series.

Consider a VAR of order p:

Vi = Alyt»l +...+ Apyt»p + Bli+ & (5)

where v is a k-vector of non-stationary 1(1) variables, I; is a d vector of deterministic variables, and & is a
vector of innovations. We can rewrite the VAR as:
Ay =TIlyr1 +2105 Ayei + Bli+ & (6)

where I1 =X Ai— I, T = -ZA;
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Granger’s representation theorem asserts that if the coefficient matrix IT has reduced rank r<k, then there
exist k x r matrices a and g each with rank r such that IT = of’ and B'y: is stationary. r is the number of
cointegrating relations (i.e. the cointegrating rank) and each column of S is the cointegrating vector. The
elements of a are known as the adjustment parameters in the vector error correction model. Johansen’s method is
to estimate the IT matrix in an unrestricted form, and then test whether we can reject the restrictions implied by
the reduced rank of II.

If you have k endogenous variables, each of which has one unit root, there can be from zero to k-1 linearly
independent, cointegrating relations. If there are no cointegrating relations, standard time series analyses such as
the (unrestricted) VAR may be applied to the first-differences of the data. Since there are k separate integrated
elements driving the series, levels of the series do not appear in the VAR in this case.

Conversely, if there is one cointegrating equation in the system, then a single linear combination of the
levels of the endogenous series B'yw.1, should be added to each equation in the VAR. When multiplied by a
coefficient for an equation, the resulting term P'yy, is referred to as an error correction term. If there are
additional cointegrating equations, each will contribute an additional error correction term involving a different
linear combination of the levels of the series.

If there are exactly k cointegrating relations, none of the series has a unit root, and the VAR may be
specified in terms of the levels of all of the series. Note that in some cases, the individual unit root tests will
show that some of the series are integrated,_but the Johansen tests show that the cointegrating rank is k. This
contradiction may be the result of specification error. In this research study cointegration test was conducted by
allowing for lines deterministic trend in the data (intercept —no trend- in CE and test VAR), no exogenous series
in VAR, and (11) lag were used.

Variance decomposition provides a different method of depicting the system dynamics. Impulse
response functions trace the effects of a shock to an endogenous variable on the variables in the VAR. By
contrast, variance decomposition decomposes variation in an endogenous variable into the component
shocks to the endogenous variables in the VAR. The variance decomposition gives information about the
relative importance of each random innovation to the variables in the VAR. The conventional
orthogonalization procedure requires imposing a particular causal ordering of the VAR model variables.
Normally, the choice is arbitrary. This ordering issue becomes serious when there is a contemporaneous
correlation among the innovations. When it exists, it can make a significant difference for the variance
decomposition [3, 26]. In order to examine the potential sensitivity of the innovation accounting result to
ordering, another variable ordering is examined. The assumption here is that for the results to be
conclusive, they must be robust to ordering.

Granger causality will be used for testing the cause direction among the variables, since such causation
could be from two directions or just one direction, or even no influence of any of the variables on the others.

Correlation does not necessarily imply causation in any meaningful sense of that word. The econometric
graveyard is full of magnificent correlations, which are simply spurious or meaningless. Interesting examples
include a positive correlation between teachers' salaries and the consumption of alcohol and a superb positive
correlation between the death rate in the UK and the proportion of marriages solemnized in the Church of
England. Economists debate correlations, which are less obviously meaningless.

The Granger (1969) approach to the question of whether x causes y is to see how much of the current y can
be explained by past values of y and then to see whether adding lagged values of x can improve the explanation.
y is said to be Granger-caused by x if x helps in the prediction of y, or equivalently if the coefficients on the
lagged x’s are statistically significant. Note that two-way causation is frequently the case; x Granger causes y and
y Granger causes x. It is important to note, however, that statement “x Granger causes y” does not imply that y is
the effect or the result of x. Granger causality measures precedence and information content but does not by itself
indicate causality in the more common use of the term.

When you select the Granger Causality view, you will first see a dialog box asking for the number of lags
to use in the test regressions. In general it is better to use more rather than fewer lags, since the theory is couched
in terms of the relevance of all past information. You should pick a lag length, ¢, corresponds to reasonable
beliefs about the longest time over which one of the variables could help predict the other. The null hypothesis
will tested according to the following equations:

Vi= oo+ o1yi-1t ...t oyee + Pilea+ Belee @)
lt= a0+ atler+ ...+ delee + Pryer + Beyee (8)
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That is for all possible pairs of (x,y) series in the group. The reported F-statistics are the Wald statistics for
the joint hypothesis (81 =....= o = 0) for each equation. The null hypothesis is therefore that | does not Granger-
cause y in the first regression and that y does not Granger-cause | in the second regression.

Finally, since most previous empirical studies used the OLS without considering the stationarity of the
variables over time, leading to inaccurate hypothesis testing, this research paper tests whether the variables are
stationary, using Dickey-Fuller test before adopting the VAR approach.

IV. Empirical Results

i. Unit Root and Cointegration

The unit root test is employed for testing whether the variables considered are stationary over the time,
since being not stationary means inaccurate and misleading results. Therefore, the test was run for the variables:
market capitalization, money supply, and government expenditure, using annual data of (27) observations for
each. All data were expressed in logarithms. The three variables and their first differences and second
differences were subject to the Augmented Dickey-Fuller (ADF) tests for the unit roots. Results are reported in
Table (1) along with their 5 percent significant levels.

Clearly, it can be seen that all variables are integrated when testing for unit roots in levels (i.e. I (0)).

Table (1). Augmented Dickey-Fuller (ADF) Unit Root Tests.

Akaike Schwarts .
Variable | D-W | Calculated ADF Cr?t(;/ga'la\\?;ue Information Bayesian NtSJta;Itg?i?)rr?;:’y
Criterion (AIC) | Criterion (SBC)

LN (MC) 0 1.87 0.295 -2.985 -0.320 -0.174 Not Stationary
LN (M1) 0 1.98 -0.202 -2.985 -2.369 -2.223 Not Stationary
LN (GE) 0 211 -0.664 -2.985 -2.289 -2.142 Not Stationary
LN (MC) 1 1.54 -1.862 -2.991 -0.308 -0.160 Not Stationary
LN (M1) 1 1.99 -3.593 -2.991 -2.334 -2.187 Stationary
LN (GE) 1 2.00 -4.280 -2.991 -2.250 -2.103 Stationary
LN (MC) 2 1.79 -3.453 -2.997 -0.191 -0.043 Stationary
LN (M1) 2 214 -4.955 -2.997 -1.985 -1.837 Stationary
LN (GE) 2 2.08 -6.164 -2.997 -1.782 -1.634 Stationary

When testing for unit roots in first difference, however, market capitalization was integrated while the two
other variables, money supply and government expenditure were not integrated. Moreover, when testing for unit
roots in second difference, all variables were not integrated (Stationary). D-W is the Durbin-Watson values for
the residuals in the ADF equations. The Akaike Information Criterion (AIC) and the Schwarts Bayesian
Criterion (SBC) yield smaller values when using higher difference (i.e. first difference compared to levels and
second difference compared to first difference).

The VAR model was employed when variables are not cointegrated. Variables are cointegrated when there
is one or more liner combinations among them, which is stationary. If variables are stationary and cointegarted,
the Error Correction Model (ECM) should be used. Table (2) presents the Johansen Cointegartion tests.

Table (2). Johansen Cointegration Test.

Eigenvalue Likelihood Ratio 5% Critical Value 1% Critical Value No. of Com_tegratlng
Equations
0.463963 24.86814 29.68 35.65 None
0.290693 9.279344 15.41 20.04 At most 1
0.027326 0.692659 3.76 6.65 At most 2

From the above results, it could be argued that VAR model is the appropriate one for testing the research

hypothesis, since the likelihood ratio rejects any cointegration at 5 percent level.
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ii. Impulse Responses and Variance Decomposition:?

Using EVIEWS program, the dynamic adjustments of money supply and government expenditure to the
system are represented by the impulse response function in Figure (1) and variance decomposition in Table (3).
The output shows the response of market capitalization (MC) to a standard deviation shock in the money supply
(M1), government expenditure (GE) and to its own shock.

Table (3) reports variance decomposition for one to ten years ahead of the variables. The results indicate
that the effect of MC shocks is greater than the effect of M1 and GE shocks in influencing the movements in the
ASE market capitalization over the period 1978-2004. However, M1 explanation of the forecast error variance of
MC is greater than that for the GE variable. Concerning the response of MC to its own shock, the explanation of
its forecast error variance was 100% in the first year, while GE and M1 shocks influence were zero. Moreover,
results show that MC significantly influenced two years after the M1 shock with almost fixed level of effect over
the ten-years period. On the other hand, MC influenced three years after the GE shock with almost fixed level of
effect over the ten-years period considered. As it can be seen from Table (3) MC explains 87% of its forecast
error variance in a ten-years period, whereas GE explains 65% of its forecast error variance, and M1 explains
25% of its forecast error variance. In addition, GE and M1 respectively explain 3% and 11%, of the forecast
error variance of MC.

Table (3). Variance Decomposition Test.

Variance Decomposition of MC:
M1 GE MC S.E. Period
0 0 100 0.17114503099 1
3.12934011488 0.039406171646 96.8312537135 0.271571549746 2
5.63679911285 0.906006691202 93.4571941959 0.368692250545 3
7.32350608621 1.400221225 91.2762726888 0.458233170435 4
8.43467485937 1.80580265617 89.7595224845 0.54198398173 5
9.18984517073 2.08723093812 88.7229238912 0.62073802983 6
9.71895123275 2.29724006616 87.9838087011 0.695708451875 7
10.1023508933 2.45631760874 87.441331498 0.767841647831 8
10.38855891 2.58174207819 87.0296990118 0.837936409046 9
10.6080374233 2.68369789328 86.7082646835 0.90662203702 10
Variance Decomposition of GE:
M1 GE MC S.E. Period
0 81.0123377266 18.9876622734 0.0644076983234 1
1.58195871768 69.6985311334 28.7195101489 0.0842517261722 2
3.2028914755 63.8109538606 32.9861546639 0.101445009443 3
4.4481961962 60.3522360569 35.1995677469 0.115581706085 4
5.27341504948 58.9034719403 35.8231130103 0.127726584955 5
5.77456016244 58.7336499616 35.4917898759 0.138227851885 6
6.03202360683 59.46836101 34.4996153832 0.147482310275 7
6.10942914875 60.8286135251 33.0619573262 0.155781794654 8
6.05139345284 62.6219004036 31.3267061435 0.163385519697 9
5.89074195478 64.694304423 29.4149536222 0.170518912632 10
Variance Decomposition of M1:

M1 GE MC S.E. Period
76.5151246527 0.0847418977769 23.4001334495 0.0574404301865 1
66.7002902875 0.252686835067 33.0470228775 0.0841132127365 2
60.891239739 5.07389232129 34.0348679397 0.0992633174364 3
55.4779727318 12.4568469437 32.0651803245 0.109239374666 4
49.5436068874 21.9455670842 28.5108260284 0.117900701151 5
43.6144542353 31.5926391768 24.7929065879 0.126569446402 6
38.0149065988 40.3369504636 21.6481429376 0.135845935945 7
32.9699045613 47.5982741186 19.4318213201 0.145899196446 8
28.5407893906 53.23006752 18.2291430894 0.156832257903 9
24.7156036863 57.2890467726 17.9953495411 0.168732738775 10

Ordering: MC GE M1

2 Impulse responses and variance decomposition tests were rerun to see whether the results did not change significantly (See Appendix 1a -
1b). The new order of the variables is: MC, M1, and GE. Generally speaking, Appendix (1a -1b) highlights the fact that the results
are almost the same. Other tests were using the following order of the variables: M1, MC, and GE (See Appendix 2a — 2b).
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The second method to estimate the dynamic response of each variable to an unexpected change in another
variable is the impulse response functions. Figure (1) shows that impulse responses with upper and lower two
standard error bands for the VAR model adopted in this paper. The first row in the figure, which is the purpose
of this research paper, shows the dynamic responses of the MC to own shocks, to GE shocks, and to M1 shocks,
respectively.

Clearly it can be seen from Figure (1) that any shock in the M1 has a significant and positive effect on the
MC after almost two years, which remained fixed until the end of the ten-years period. On the other hand, a GE
shock has a marginal and negative effect on the MC after almost three years, which remained fixed until the end
of the ten-years period. The response of the MC to its own-shocks is highly significant, suggesting that a strong
predetermined component in the MC existed. The above result may be explained in the sense that any increase in
M1 causes increases in the amount of investment and eventually reflects on MC.

Response toOne S.D. Innovations +2 S.E.
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Figure (1). Impulse Responses Test.
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Generally speaking, the results reported in Table (3) and Figure (1) highlight the fact that money supply is
the only factor influencing MC ASE growth performance.
iii. Granger Causality:

To support the choice of the policy variables in the model, pair-wise Granger Causality test was
implemented for independent variables and the results are reported in Table (4).

Table (4). Granger Causality Test.

HO F-Statistics Prob. Reject HO / Accept HO
LN (GE) does not Granger Cause LN (MC) 2.01126 0.16000 Accept HO
LN (MC) does not Granger Cause LN (GE) 0.79429 0.46565 Accept HO
LN (M1) does not Granger Cause LN (MC) 3.91104 0.03685 Reject HO
LN (MC) does not Granger Cause LN (M1) 0.05016 0.95120 Accept HO
LN (M1) does not Granger Cause LN (GE) 1.06729 0.36273 Accept HO
LN (GE) does not Granger Cause LN (M1) 1.14276 0.33890 Accept HO

It was found, according to Granger Causality test, only the monetary policy estimated by money supply
(M1) with log form, Granger-Cause the market capitalization growth in ASE, since F-statistic is quite high
(Probability less than 5%) while fiscal policy, estimated by government expenditure (GE), does not Granger-
Cause the Jordanian capital market growth (MC). Such argument is supported by the results in Section 1V (ii).

V. Conclusion and Recommendation

This paper examines the effect of monetary and fiscal policies on ASE capitalization using time series
techniques, in particular Unit Root, Cointegration, and VAR model. The results show that the variables
considered are not stationary in their levels and do not have long relationships. However, the second difference
for MC and the first difference for GE and M1 are stationary. In addition, two main tools are used to investigate
whether the variables have short-term relationships, namely, impulse response analysis and variance
decomposition tests. Concerning the direction of the relationships among variables, granger causality test is
applied.

Variance decomposition results show that MC significantly influenced two years after the M1 shock. On
the other hand, MC influenced three years after the GE shock, with almost fixed level of effect over the ten-years
period. As it can be seen from Table (3) MC explains 87% of its forecast error variance in a ten-years period,
whereas GE explains 65% of its forecast error variance, and M1 explains 25% of its forecast error variance. In
addition, GE and M1 respectively explain 3% and 11%, of the forecasted error variance of MC.

The impulse response test shows that any shock to the M1 has a significant and positive effect on the MC
after almost two years, which remain fixed until the end of the ten-years period. On the other hand, a GE shock
has a marginal and negative effect on the MC after almost three years, which remain fixed until the end of the
ten-years period. The response of the MC to its own shocks is highly significant, suggesting that a strong
predetermined component in the MC exist. The above result may be explained in the sense that any increase in
M1 causes increases in the amount of investment and finally reflected on MC.

Granger causality test shows that M1 has a significant and positive effect on MC much more than the GE.
Such findings highlight the fact that only monetary policy estimated by money supply (M1) has much stronger
effects on the ASE market capitalization growth. This implies that fiscal policy might be less influential on
economic activities in emerging market compared to advanced markets. Such results might be due to the fact that
financial markets in developing economies under developed. The importance of Central Banks in these countries
mainly is confined to finance government deficits.

The results suggest that tools of the monetary policy managed by the Central Bank of Jordan should be
directed toward maximizing the Jordanian capital market value since the monetary policy is more influential on
the capital market and economic activities. Moreover, fiscal policy estimated by government expenditure did not
have that influence suggesting that most of the government expenditure not for long-term investment (capital
investment), but for financing consumption activities, a fact could be clearly seen by exploring the government
expenditures over the years, an issue could be taken into consideration by the Jordanian government in order to
increase the positive influence of the fiscal policy on ASE growth performance. Finally, ASE efficiency should
be increased in all kinds, namely operational, informational, and allocation. Such an effort for sure will attract
more investment and liquidity to the capital market.



[1]
(2]

(3]
[4]

(5]
(6]

[7]

(8]

(9]

[10]
[11]
[12]
[13]
[14]
[15]
[16]
[17]
(18]
[19]
[20]
[21]
[22]
[23]

[24]
[25]

The Influence of Monetary and Fiscal Policies on the Capital Market: A Vector Autoregressive (VAR) Model 97

References

Campagna, A.S., Macroeconomics: Theory and Policy. 1973, New York, U.S.A: Houghton Mifflin. 368.
Awad, T.," The Efficiency of Monetary and Fiscal Policies: 1973-1996." Dirasat, Jordan University,
1995. Vol. 22(2): p. PP. 891-907.

Gordon, R.J., Macroeconomics. 2006, Boston, U.S.A.: Little-Brown, Inc. 340.

Thomas, L.B., Money, Banking, and Financial Markets. 1997, New York, U.S.A.: McGra-Hill. PP. 570-
585.

Maruis, M.H., Monetary Theory and Policy. 1st ed. 1996, U.S.A.: West Publishing Company. 283.
Mankiw, N.G., Principles of Macroeconomics. 4rd ed. 2006, New York, U.S.A.: McGraw-Hill. PP. 337-
338.

Bruneau, C. and O. De Bandt,” Monetary and Fiscal Policy in the Transition to EMU: What do SVAR
Models Tell Us?" Economic Modeling, 2003. Vol. 20(5): p. PP. 959-985.

Avrestis, P. and M. Sawyer,” On the Effectiveness of Monetary Policy and Fiscal Policy." Review of Social
Economy, 2004. Vol. 26(4): p. PP. 441-463.

Nasir, M., The Monetary Policy in Jordan over the Period 1970-1988: Definition, Tools, and its
Influence on Economic Activity." Unpublished Working Paper, University of Jordan, 1991.

Al-Rifa'i, A. and K. Al-Wazni," St. Louis Model in Developing Countries: The Case of Jordan." Al-
Manarah, 1997. Vol. 2(1): p. PP. 103-113.

Shotar, M. and A. Al-Rimoni," Analyzing Export Role in Economic Growth in Jordan: Johansen
Approach in Co-integration.” Abhath Al-Yarmouk, 2000. Vol. 16(4): p. PP. 97-111.

Shotar, M. and |. Barghothi,” Monetary Policy in Jordan 1967-1997: Co-integration Analysis.” Abhath
Al-Yarmouk, 2000. Vol. 16(4): p. PP. 1-10.

Hallag, S.,” Devaluation, Relative Prices and International Trade: The Case of Jordan (1980-1997)." Al-
Manarah, 2002. Vol. 8(No. 1): p. PP. 55-71.

Al-Tayeb, S.M. and A.l. Malawi,"” The Determinants of the Jordanian Real Exchange Rate against the
U.S. Dollar: a Vector Autoregression (VAR) Model." Al-Manarah, 2002. VVol. 8(No. 1): p. PP. 71-88.
Al-Rjoub, S.," The Output Effect of Monetary Policy in Jordan: Using VAR Model." Dirasat,
Administrative Sciences, 2004. Vol. 31(2): p. PP. 423-438.

Malawi, A.l. and R.A. Dayyat,” A Time Series Analysis of the Monetary Policy Effects on Economic
Activity." Dirasat, Administrative Sciences, 2004. Vol. 31(2): p. PP. 394-405.

Cochrane, J.," What Do the VARs Mean?: Measuring the Output Effects of Monetary Policy." National
Bureau of Economic Research, 1995.

Friedman, M. and D. Meiselman, The Relative Stability of Monetary Volatility and the Investment
Multiplier in the United States, 1897-1958. NJ, ed. E. Cliffs. 1963, Prentice Hall. PP. 165-268.

Spencer, D.E.," Does Money Matter? The Robustness of Evidence from Vector Autoregressions.” Journal
of Money, Credit, and Banking, 1989(21): p. PP. 442-454,

Rudebusch, G.D.," Do measures of Monetary Policy in a VAR Make Sense? A Reply to Christopher A.
Sims." American Economic Review, 1998. Vol. 39(4): p. PP. 943-984.

Dhakal, D. and M. Kandil," The Inflationary Experiences of Six Developing Countries in Asia:
Investigation of Underlying Determinants." Applied Economics, 1993. Vol. 25: p. PP. 413-425.
Barghothi, 1. and M. Shotar,” Monetary Policy in Selected Arab Countries." Abhath Al-Yarmouk, 1998.
Vol. 14(4): p. PP. 33-42.

Sims, C.A.," Comparison of Interwar and Postwar Business Cycles: Monetarism Reconsidered."”
American Economic Review, 1980. Vol. 70: p. PP. 250-257.

Guijarati, D.N., Basic Econometrics. 4th ed. 2003, New York, U.S.A.: McGraw-Hill / Irwin.

Hamilton, J.D.," Time Series Analysis." Princeton University Press, 1994a: p. PP. 339-342.

Cooly, T. and S. LeRoy," Theoretical Macroeconomics: A Critique." Journal of Monetary Economics,

1985. Vol. 16: p. PP. 283-320



98 Mohammad Salam Al-Shiab

VAR 358 1T ply Ggu Jo Al Luad) Sluted!

Sl S ot
Lo gl Ll ¢ 1 ) £ 00 Lol oge ST dnale Jlae YT 5)15) 2SR o T E09 . o
Mohammad_alshiab@yahoo.com. 44 }K/ N/
+966-531696394 (sald/
+966-1-4674022 r iU/ Ciila

+966-1-4808861 . Jil/ Cails

(Yo oA ey pall s oY o vV VY il ps)

VAR 354 plisal QU Olee Ggo clsl e iy il olaledl 31 @ ol ] 2ulll sds s Sl jaseds
il dwlad! ( QU Olee Gsn elol i camdseial @&‘ SLaYly (il o e (ddgl Aadll (Vector Autoregression)
Geoes @ &5 L BloYl Ly g =V avA sl dne (YY) el Gsie LUy pusesl fddl L el e W anlildl
Led LISy ol g oo Bt i) O 13) Lad 23l () Lshall Salind) [l ilnger Ly Jobe ool
Fd el Bleu ) clad gl anld) bl SV e Bidze Byl s L oY1 dysh BV Las 5 Slpadll olSTI3)
ol o U Al ) s B s LSy gt L oY gl 00May Jnind Ny Bt Sin b il Of s
dlaloyl adend) iedl pad el ) 2l e DBl A dieg i) (2,05 agSEH BLEY) Ol 2l oY)
53,0 Alera W 05 Iad el Y1 e Lgn L B Laind olpial) iS5 Loh omeld ity a1l pldszal @ 20
Granger ) ueeld w3 L) plisera) @ W (Ol BN oLEL dilad) el e ATl b S Ly el
BLEY! Laty g &Sl N5 I3 domyyy i) oy )38 a8t 2l OF e s ) LUE 5l (Causality Test
@ e sl o AT 5 AV s e e S GLEY A ope OF Jlael e uiSG JaT amy T asSA
byl el OF Jlast e awin Ly JW ) Bew OF s Sl eds @5 Q) Bloyu syl i) pad jaal o
G Jodl) 83 Al ¥) s Ll Olgin e 50 O adend) dad) pad Sl clbd) (3 caldd) e TAY @ b e
Sty S GUEYI 5 Lot et g iy Bagn Bflias] WY 15 By 300l Bl o S i) 2 s T 0
Loty el A0V o3 dmyyg byl sl e 35 i) oye OF C Bed) it Lt Olgin SV 9,0 e el

Sa Y aSH G



